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A B S T R A C T

In Vehicular Ad hoc Networks (VANETs), anonymity of the nodes sending messages should be preserved, while at the same time the law enforcement agencies should be able to trace the messages to the senders when necessary. It is also necessary that the messages sent are authenticated and delivered to the vehicles in the relevant areas quickly. In this paper, we present an efficient protocol for fast dissemination of authenticated messages in VANETs. It ensures the anonymity of the senders and also provides mechanism for law enforcement agencies to trace the messages to their senders, when necessary.
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1. Introduction

Vehicular Ad hoc NETworks (VANETs) are special type of Mobile Ad hoc Networks (MANETs) that would allow vehicles on roads to form a self-organized network. VANETs are likely to be promising technology of the future because of the benefits it provides such as the following: Accident avoidance warnings could quickly notify drivers of conditions that could cause a collision. In case of an accident, the velocity information exchanged between vehicles prior to collision may allow the accident to be reconstructed more easily by law-enforcement agency; it can also help the law-enforcement agency to reach the scene quickly. When VANETs are in widespread use, information about traffic and road hazards could be acquired in real-time and fed into vehicle navigation systems to provide alternate driving routes. In such situations, reliability and authenticity of the information disseminated need to be ensured. VANETs are likely to provide support for cooperative driving applications, which would allow vehicles to navigate without driver intervention. The IEEE 802.11 working group continues to actively develop 802.11p [1] for supporting Intelligent Transportation System (ITS) applications. The 802.11p standard will provide wireless devices with the ability to perform the short-duration exchanges necessary to communicate between a high-velocity vehicle and a stationary roadside unit. This mode of operation, called WAVE (wireless access in vehicle environments) will operate in a 5.9 GHz band and support the Dedicated Short Range Communications (DSRC) standard [2] sponsored by the U.S. Department of Transportation. These standards will support systems that communicate from vehicle-to-roadside, vehicle-to-vehicle, or both. For supporting such wide range of applications, messages exchanged should be authenticated while at the same time the anonymity of the senders should be preserved [3–8].

In the past, several researchers addressed the security issues. Raya et al. [9] proposed a protocol in which each vehicle needs to be preloaded with a large number of private keys, as well as their corresponding anonymous certificates. However, with limited storage space of On-Boards-Units (OBUs) of the vehicles and the nature of highly dynamic network, this is not suitable for VANETs. In [10], a security protocol based on group signature and identity-based signature scheme was proposed to meet the unique requirements of vehicular communication networks. This protocol addressed privacy issues with traceability, so real identities of vehicles are traceable for resolving a dispute. However, the verification of each group signature may cause high computation overhead when the density of the traffic increases. In [11], a spontaneous privacy-preserving protocol based on revocable ring signature with a feature for authenticating safety messages locally; but this scheme is not scalable because every vehicle needs to participate in message verification process. Lu et al. [12] proposed an ID-based authentication framework for privacy preservation for VANETs using adaptive self-generated pseudonyms as identifiers. Hao et al. [13] proposed a cooperative message authentication
protocol for VANETs to alleviate vehicles’ computation burden by allowing vehicles to share verification tasks. Hsiao et al. [14] proposed a broadcast authentication scheme to reduce communication and computation overhead using fast authentication and selective authentication.

In a more recent work [15], Lin et al. proposed a cooperative authentication scheme for VANETs using an evidence-token approach to distribute the authentication workload, without direct involvement of a trusted authority (TA). The vehicles obtain an evidence token as they make contribution to the network and benefits are given to nodes based on the tokens. Wang et al. [16] proposed an accelerated secure in-network aggregation strategy to accelerate message verification and reduce computational overhead using the aggregation structure and TESLA scheme.

Although the studies mentioned above solved the security and privacy issues to different extent, scalability issue has not been addressed well. Also, authenticated messages are not disseminated efficiently under the above protocols. RAISE [17] also tried to address these issues with the help of RSUs, but under their approach, RSUs must notify all other vehicles whether a message from a particular vehicle is valid or not which results in message overhead. Wu et al. [18] proposed a message authentication scheme for intra and inter RSU range using RID key table with all RSUs’ ID and session keys. Priya et al. [19] proposed a group authentication protocol to address group authentication and conditional privacy. These scheme reduced communication overhead significantly with the aid of the RSU, but efficient dissemination of messages still remains an issue. We propose an efficient message authentication protocol which overcomes these problems. In our protocol, RSUs not only authenticate messages sent by vehicles fast, but also disseminate messages through the other RSUs to the vehicles in the appropriate areas quickly. Also, in order to efficiently secure messages when forwarded, our approach uses the basic idea behind the onion routing scheme [20] for signing and forwarding messages to the nearby RSUs.

The rest of the paper is organized as follows. Section 2 introduces the system model, assumptions, problem statement and solution objectives. Section 3 presents our proposed protocol in detail. In Section 4 we present analysis of our protocol. Finally, we conclude in Section 5.

2. System model

In this section, we introduce the system model, assumptions, problem statement and solution objectives.

2.1. System model

We assume that the following three types of entities exist in the network: a Trusted Authority (TA), Road Side Units (RSUs), and On Board Units (OBU).

- **Trusted Authority (TA):** The TA issues certificates for vehicles. It also manages all private information about vehicles including certificates and shares them securely with RSUs upon request. The TA and the RSUs are able to communicate with each other securely via wired or wireless network, so the RSUs can verify vehicles’ certificate with the TA and also can obtain identities of vehicles from the TA when legal authorities need to trace messages to their source.

- **Road Side Units (RSUs):** The RSUs are located along the roads and play an important role in verifying the authenticity and integrity of messages sent by vehicles and forwarding them to other RSUs as well as vehicles within its transmission range. Each RSU stores private information about vehicles such as identity (ID), pseudo ID, public key, shared key and timestamp in a tamper proof device. In addition, each RSU creates a group key and shares it with all vehicles within its transmission range, so the RSU can encrypt messages using the group key and broadcast them to the vehicles within its transmission range. The group key is updated periodically. All the RSUs in the system are assumed to be connected by a network so an RSU can disseminate a message to vehicles in any region quickly with the help of the RSUs in those regions. For simplicity, we assume that all RSUs have same transmission range.

- **On Board Units (OBU):** An OBU, installed on the vehicles, is assumed to have significantly shorter communication range and less computation power than RSUs.

2.2. Assumptions

We assume that any vehicle that is within a target RSU’s transmission range is capable of sending/forwarding messages to the RSU through other vehicles using a routing protocol suitable for VANETs [21–24]. RSUs have larger storage space and computation power than OBUS. Also, RSUs are connected to each other through wired or wireless network. Hence, our protocol utilizes RSUs not only to verify the authenticity and integrity of the messages received from vehicles, but also to disseminate those messages to the vehicles in appropriate regions through other RSUs, when necessary. A scenario of how a message is forwarded to an RSU by a vehicle for authentication and further dissemination is illustrated in Fig. 1. Fig. 2 illustrates how an RSU disseminates an authenticated message to vehicles in appropriate regions through other RSUs.

We also make the following assumptions.

(i) The TA and RSUs are totally trusted and are assumed to be not compromised.
When a vehicle is registered, the locations of RSUs and their public keys are stored in the OBU installed in the vehicle and they are updated during renewal of vehicle registration. So, at any given time, an OBU knows the nearest RSU.

2.3. Problem statement and solution objectives

When a vehicle senses an incident such as accident, bad road condition due to weather, traffic jam, etc., it needs to send that information to vehicles in appropriate regions so their drivers (or vehicles themselves, if they are self-driving) can take appropriate action. When such messages are sent, the integrity and authenticity of the messages sent by the vehicles should be verified while at the same time the anonymity of the senders of these messages should be preserved, i.e., the identities of the vehicles (or drivers) should not be revealed to any other vehicle (driver). The proposed method should be scalable. The protocol should take into consideration the limited computation power of the OBUs. Also, ensuring security is essential due to the nature of messages in VANET. So protocol designed should prevent all possible attacks, which are discussed in Section 4. If an RSU is not within the transmission range of vehicles sending messages, messages are forwarded to the nearby RSU through other vehicles using a routing protocol. Hence the protocol should be robust against malicious relay cars in the network. In this paper, we present a protocol which addresses and solves the above problems.

To preserve the anonymity of the vehicles, our protocol uses pseudo IDs of the vehicles for message transmission. Since RSUs have more computation power, authentication of messages and dissemination of messages are carried out by the RSUs. Since message dissemination is carried out by RSUs, the protocol is scalable and messages are not unnecessarily broadcasted to vehicles in regions that do not require the message.

Our goal is to design a protocol which achieves the following objectives.

- **Privacy preservation:** During the transmission of a message, identities of the vehicles transmitting the message should be protected. However, when the authorities need to obtain user information for legal investigation, they should be able to do so.
- **Message integrity:** Integrity of messages should be ensured during the transmission of messages.
- **Source authentication:** The source of messages should be efficiently authenticated to prevent impersonation attack.
- **Low storage space usage:** OBUs have limited storage space, so its usage should be minimized during the transmission and the verification process.
- **Low communication overhead:** All communication should be done with minimum overhead.
- **Fast verification and efficient dissemination:** Messages should be verified and disseminated quickly and efficiently to all relevant users in regions covered by various RSUs.

Next, we describe our protocol in detail.

3. Proposed protocol

In this section, we first present the basic idea behind our protocol and then describe the protocol in detail. The notations used in this paper are listed in Table 1.

3.1. Basic idea behind our protocol

The proposed protocol has the following phases:

### Table 1

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( R_i )</td>
<td>an RSU</td>
</tr>
<tr>
<td>( V_i )</td>
<td>a vehicle</td>
</tr>
<tr>
<td>( M_t )</td>
<td>a message sent by ( V_i )</td>
</tr>
<tr>
<td>( T_s )</td>
<td>timestamp</td>
</tr>
<tr>
<td>( S_q )</td>
<td>sequence number of a message</td>
</tr>
<tr>
<td>( c_p )</td>
<td>number of hops the message needs to be forwarded</td>
</tr>
<tr>
<td>( C_{p_i} )</td>
<td>( p_i )'s certificate, where ( p_i ) is a vehicle or an RSU</td>
</tr>
<tr>
<td>( B_{p_i} )</td>
<td>( p_i )'s identity</td>
</tr>
<tr>
<td>( PID_{p_i} )</td>
<td>( p_i )'s pseudo identity</td>
</tr>
<tr>
<td>( SK_{p_i} )</td>
<td>( p_i )'s private key</td>
</tr>
<tr>
<td>( PK_{p_i} )</td>
<td>( p_i )'s public key</td>
</tr>
<tr>
<td>( K_{G_i} )</td>
<td>group key assigned by RSU ( R_i ) to vehicles within its transmission range</td>
</tr>
<tr>
<td>( \textbf{GID}_i )</td>
<td>group identity of the vehicles within the transmission range of ( R_i )</td>
</tr>
<tr>
<td>( K_{A,B} )</td>
<td>shared key between ( A ) and ( B )</td>
</tr>
<tr>
<td>( H(\cdot) )</td>
<td>cryptographic one-way hash function</td>
</tr>
<tr>
<td>( \textbf{dgt}_i )</td>
<td>a message digest obtained by ( V_i ) using hash function ( H(\cdot) )</td>
</tr>
</tbody>
</table>

\[ V_i \rightarrow R_j: g, p, A, [g, p, A] \parallel \textbf{SK}_{V_i} \parallel C_{V_i} \]

\[ R_j \rightarrow V_i: \{\text{PID}_{V_i}, \text{B} | \text{GID}_i \parallel K_{G_i} \parallel \textbf{PK}_{V_i} \parallel [A | B] \parallel \text{SK}_{A,B} \parallel C_{V_i} \]

\[ V_i \rightarrow R_j: [B | T_s] \parallel \text{SK}_{V_i} \]

Fig. 3. Key establishment process.

- **Phase 1: Group Key and Symmetric key Establishment.** When a vehicle leaves the area covered by an RSU and enters an area covered by another RSU, it initiates communication with the new RSU and establishes a shared symmetric key with the new RSU so it can send encrypted messages using the symmetric key to the RSU. It also gets its pseudo ID and the group key from the RSU. The group key is used by the RSU to encrypt messages and send them to the vehicles in the area covered by the RSU. The vehicle uses its pseudo ID in all communications. Here, by the area covered by an RSU, we mean the area that lies within its transmission range of the RSU.

- **Phase 2: Vehicles Sending Messages to RSU for Dissemination:** After completing Phase 1, a vehicle can send messages to the nearby RSU. It uses the shared symmetric key established in Phase 1 to encrypt the message as well as compute the digest of the messages it sends. This message digest helps the RSU in verifying the authenticity and the integrity of the messages. Note that the RSU to which the message is sent may not be within the transmission range of the vehicle sending a message and hence a routing protocol is used for routing the messages to the nearby RSU through intermediate nodes.

- **Phase 3: Verification and Dissemination of Messages by RSUs:** When an RSU receives the messages sent by the vehicles, it verifies the authenticity and integrity of the messages and forwards the messages to the vehicles in appropriate regions either directly or through other RSUs.

3.2. Group key and symmetric key establishment

When a vehicle \( V_i \) leaves the region covered by an RSU and enters a region covered by a different RSU, say \( R_j \), it initiates the key establishment process (illustrated in Fig. 3). The key establishment process is based on the Diffie-Hellman key agreement protocol [25]. \( V_i \) initiates mutual authentication and key establishment by sending the message \( g, p, A, [g, p, A] \parallel \textbf{SK}_{V_i} \parallel C_{V_i} \). In this message, \( \{A, B, g, p\} \) are elements of the Diffie-Hellman key agreement protocol: \( p \) is a prime number, \( g \) is primitive root mod \( p \), \( A = g^a \mod p \), \( a \) is the secret integer kept by \( V_i \), \( C_{V_i} \) is the certificate of \( V_i \), \( [g, p, A] \) is encrypted with the private key \( \textbf{SK}_{V_i} \) of \( V_i \) so that the RSU can authenticate \( V_i \) by decrypting it using the public key \( \textbf{PK}_{V_i} \) of \( V_i \). Upon receiving this message, the RSU \( R_j \) concatenates the pseudo ID \( \text{PID}_{V_i} \) of \( V_i \), the number \( B = g^b \mod p \) (b kept...
secret by $R_j$, the group ID $GID_j$ and the group key $K_{G_j}$, and encrypts all this with the public key $PK_{V_i}$ of $V_i$ and sends it to $V_i$ along with its certificate $C_{R_j}$. Note that $A||B||T_i$ are encrypted using RSU’s private key, which means that only authentic RSUs can generate this message, hence a fake RSU attack is prevented. We assume all RSUs are trustworthy and not compromised. Finally, $V_i$ sends an acknowledgment for having received $B$. Thereafter $g^{th}$ serves as the secret key $K_{V_i,R_j}$ between $V_i$ and $R_j$ and $K_{G_j}$ is the group key used by $R_j$ for encrypting and sending messages to all vehicles in its region. This completes the mutual authentication and key establishment phase and $R_j$ updates its group table which contains pseudo IDs, original IDs, certificates, shared secret keys. Note that we assume that a routing protocol is used for forwarding messages from $V_i$ to $R_j$ because $R_j$ may not be within the transmission range of $V_i$. Note that $T_i$ is attached to every message to prevent the replay attack.

3.3. Vehicles sending messages to RSU for dissemination

After the key establishment phase between a vehicle $V_i$ and an RSU $R_j$, $V_i$ can send messages to $R_j$ securely and without revealing its identity as follows. When $V_i$ wants to send a message $M$ about a sensed event, it computes $M_i$ from $M$ as follows and sends it to $R_j$.

$$M_i = ID_{R_j}, PID_{V_i}, \{M, T_i, S_q\}K_{V_i,R_j}$$

To compute $M_i$, the secret key $K_{V_i,R_j}$ established between $V_i$ and $R_j$ is used to encrypt the message $M$, the sequence number of the message $S_q$ and the timestamp $T_i$; the pseudo ID $PID_{V_i}$ of $V_i$ is also appended. Note that when $R_j$ receives the message, it will be able to verify the authenticity of the sender and the integrity of the message based on the pseudo ID and the secret key used for encryption. However, since $R_j$ may not be within the transmission range of $V_i$, the message may have to be routed through other intermediate nodes using the available routing protocol. We must make sure that the destination RSU $R_j$ is able to authenticate all the intermediate nodes forwarding this message. For that purpose, we adopt the onion signature scheme [26]. With onion signature, every vehicle forwarding message simply appends its signature and forwards it towards the destination RSU. When an intermediate vehicle $V_j$ receives the message $M_i$ from $V_i$, it computes $M_j$, by attaching its signature as follows and forwards it to the next hop on the route using a pre-established routing protocol.

$$M_j = ID_{R_j}, PID_{V_j}, M_i, dgt_j$$

where the digital signature $dgt_j = E(H(M_i), K_{V_j,R_j})$ is obtained by computing the hash of the received message $M_i$ and encrypting it using the shared key $K_{V_j,R_j}$ between $V_j$ and the destination RSU. This process is repeated until the message reaches the destination RSU.

3.4. Verification and dissemination of messages by RSUs

When an RSU receives a message sent by a vehicle $V_i$, since it has a shared key with each vehicle which Forwarded the message, it can decrypt the signatures attached by all nodes on the route one-by-one and verify the authenticity of each node and the integrity of the message received. After verifying the authenticity and integrity of the message, it disseminates the message to the vehicles in appropriate regions. Since the RSUs have higher computation power than the OBU’s, RSUs can verify messages more quickly than OBU’s. After checking the integrity and authenticity of a message received from a vehicle, the RSU, say $R_i$, determines the areas to which the message needs to be propagated. If it needs to be propagated to only vehicles within its transmission range, then it computes the digest $dgt_i = E(H(M), SK_{R_i})$ of the message $M$ by encrypting the hash of $M$. Then it encrypts the message, sequence number and the digest using the group key $K_{G_i}$ as $M_{type1} = GID_i, \{M, Ts, Sq, dgt_i\}K_{G_i}$ and broadcasts to all vehicles within its transmission range. If the message needs to be propagated to vehicles that are not within its transmission range, then it computes $M_{type2}$ as $M_{type2} = ID_{receiver_RSU}, ID_{sender_RSU}, \{M, Ts, Sq, h, dgt_i\}PK_{receiver_RSU}$ where $dgt_i = E(H(M), SK_{R_i})$ and sends the message to the respective neighboring RSUs by setting the number of hops $h$ (i.e., the number of RSUs, through which the message needs to propagate) to the appropriate value. When an RSU receives this message, it decrements the value of $h$ by 1 and forwards it to its neighbors if $h > 1$. Based on the nature of the message, an intermediate RSU can determine whether or not to disseminate the message to the vehicles within its transmission range. The detailed protocol is given in Fig. 4.

Fig. 4. The protocol.

3.5. Discussion

Under our protocol, when a vehicle enters a region covered by an RSU (i.e., the area that lies within the transmission range of the RSU), it initiates key establishment with the RSU and establishes a symmetric key with the RSU so that it can encrypt all the messages it needs to send to the RSU while in its region. It also obtains a pseudo ID and the group ID and group key. The vehicle uses only
its pseudo ID in all communications and hence the anonymity of the vehicle is preserved. The RSU uses the group key to encrypt messages it sends to the vehicles in its region. So all messages are encrypted and no intruder can decrypt the messages. Vehicles do not broadcast messages. When a vehicle senses an event and wants to disseminate it to other vehicles in specific regions, it simply sends it to the nearby RSU (through the intermediate vehicles, if the RSU is not within the vehicle's transmission range). The nearby RSU authenticates the vehicles sending the message and also checks the integrity of the message and then disseminates the message to the vehicles in the relevant regions through other RSUs. When a message sent by a vehicle needs to be traced to the vehicles sending the message, it can be done with the help of the RSUs because the RSUs maintain the table binding the pseudo IDs of the vehicles to their real IDs.

A vehicle never broadcasts any message to other vehicles. Dissemination of messages to other vehicles is the responsibility of the RSUs and hence this approach is scalable. Messages exchanged are generally small so OBUs can use symmetric key for encryption without incurring much computation overhead and RSUs can use the public key of receiving RSUs for encrypting and sending messages to them; however, the protocol can be easily modified so that the RSUs use symmetric key for encryption after establishing a shared symmetric key with the receiving RSUs.

4. Comparison with related work and security analysis

4.1. Comparison with existing related works

In this section, we compare our protocol with some existing related works. The protocol proposed in [9] ensures secure communication of messages. But, it is not scalable because each vehicle needs to be preloaded with private keys of all other vehicles and their corresponding anonymous certificates. As the number of vehicles grows in the network, not only maintaining those security data is difficult, but also storage issues may occur due to the large number of private keys and certificates that need to be stored in the limited space available in OBUs. In contrast, in our protocol, vehicles do not need to store other vehicles’ private keys and their certificates to authenticate messages since RSUs authenticate messages on behalf of vehicles, thus the storage requirements is very low compared to aforementioned protocol.

When a vehicle sends a message, a certificate and a signature is attached to the message in order to authenticate the message and ensure the integrity of the message. Fig. 5 shows the format of a signed message derived from IEEE 1609.2 Standard [27]; the size of a message is 265 bytes including 39-Bytes of unsigned message field, 169-Bytes of a certificate, and 57-Bytes of signature.

Fig. 6 shows the relationship between the storage usage and traffic load. The storage usage represents the buffer size required on OBUs for messages waiting to be authenticated and the traffic load represents the number of messages sent by other vehicles. Since each signed message is 265 Bytes long, the necessary buffer size for storing the unauthenticated messages increases under RAISE [17] as the traffic load increases whereas under our protocol the required buffer size for storing the received message is constant. RAISE performs better than the PKI based protocol [27] and group signature protocol [10] in terms of packet loss, packet delay, and communication overhead because the vehicles can simply authenticate messages once validation messages are received from the RSU; however, each vehicle has to buffer all messages received from other vehicles until validation messages arrive. Thus, the vehicles require more buffer space as message traffic increases. Hence, the required buffer space is proportional to traffic load. On the other hand, our protocol does not keep messages in the buffer of OBUs until they are authenticated as RSUs directly broadcast authenticated messages to vehicles within their transmission range. Thus, under our protocol, buffer required for storing messages at OBUs does not increase as the traffic load increases.

Under our protocol, messages sent by vehicles do not need to be authenticated and verified by other vehicles; authentication of messages is done by RSUs which have higher computation power as well as larger storage than OBUs in vehicles. Figs. 7, 8, 9 compare RAISE [17] and our protocol with respect to the number of retransmissions and the number of original messages sent as the number of vehicles participating varies from 10 to 30 in the network. The number of message transmissions under our protocol is obtained using the following equation:

\[ T^1_n = (V_n \times M_n) \times 1B + (M_n + 1)U, \]

where \( T^1_n \) is the number of messages communicated, \( V_n \) is the number of vehicles in the network, \( 1B \) is 1 broadcast and \( 1U \) is 1 unicast. And the number of message transmission for RAISE is obtained by following equation:

\[ T^2_n = (V_n \times M_n) \times 2B, \]

where \( T^2_n \) is the number of message communication, \( V_n \) is the number of vehicles in the network, and \( 28 \) is 2 broadcasts. Under RAISE, every message is stored in each vehicle until a validation message from the RSU arrives, so a vehicle sending a message broadcasts it once and the RSU broadcasts it again after verifying the message. However, under our protocol, in order to minimize the communication overhead, vehicles sending a message just unicasts it to the RSU and only the RSU broadcasts the verified message to the vehicles in relevant areas (through other RSUs, if necessary). So, under our protocol, the number of message retransmissions is minimized and this reduction clearly becomes prominent as the number of vehicles sending messages increases.

There are other approaches [16,14,18,19] to address communication and computational overhead. Hsiao et al. [16] proposed a scheme addressing excessive signature verification requests by exploiting sender’s ability to predict its own future beacons and quickly spread bogus signatures. Using fast authentication and selective authentication, they try to reduce consumption of the computational resources. However, receivers still need to verify messages received from other vehicles; this is still a overhead for OBUs with their limited computation power. In our scheme, vehicles do not need to verify all messages received. Messages are
key and symmetric key from RSU, computation overhead for verification is significantly reduced and vehicles can receive and read messages quickly.

Wu et al. [18] proposed a technique for message authentication with the aid of RSU; however, they assume that all vehicles maintain a RSU key table where all RSUs’ IDs and session keys are stored, which makes this scheme not scalable. It is also assumed that all vehicles are reachable to RSU in one-hop communication; but due to significant difference in the transmission ranges of vehicles and RSUs, and sparsely deployed RSUs, one-hop communication between a vehicle and the nearest RSU may not become a reality in the near future. In addition, if a receiver is not within the transmission range of the same RSU, then the receiver needs to request another message for corresponding RSU’s information to the sender and then needs to verify the message with a RSU in its region. This causes 4-way communication and it’s not suitable for highly mobile nodes in VANETs because the receiver must stay within its RSU’s region until it receives a requested message from the sender to verify the message with the RSU. In our scheme, verified messages are quickly disseminated through neighboring RSUs and vehicles within the transmission range of other RSUs do not directly send a request to the sender and verify with another RSU within its transmission range. Messages sent by vehicles are verified by the first RSU once and then the messages are immediately disseminated to vehicles in relevant regions. Priya et al. [19] proposed a group authentication protocol for verifying large number of messages and improving message loss ratio. However, this scheme also does not address the situation when messages need to be forwarded to reach a destination RSU.

4.2. Security analysis

4.2.1. Preventing propagation of redundant messages

In many of the existing protocols, when a vehicle observes a phenomena it disseminates the observed phenomena to all the vehicles in relevant regions. This approach can result in the propagation of redundant messages; this is because several vehicles may observe the same phenomena and propagate the same message. However, under our protocol, observed phenomena are only sent to the RSU for further dissemination. So, RSUs can determine and suppress propagation of redundant messages.

4.2.2. Message integrity

When a node senses an event, it sends a message to the nearby RSU about the event so that the RSU can forward the message to the respective regions. The message is encrypted with the shared key between the vehicle and the RSU. When an intermediate vehicle receives the message, it computes the digest of the received message, encrypts the digest using its shared key with the RSU and forwards it to the next hop towards the RSU. This facilitates the RSU receiving the message to verify the authenticity of each vehicle through which the message traveled as well as the integrity of the message; the RSU then forwards the message to the vehicles in its region and/or other regions through other RSUs, as is necessary. Messages forwarded by the RSUs to vehicles in their regions are encrypted using the group key. So, integrity of messages is ensured.

4.2.3. Source authentication and privacy

Every vehicle is assigned a pseudo ID and symmetric key by the RSU. Also, an RSU maintains a group table that contains pseudo IDs, original IDs, certificates, shared secret keys and timestamps of all vehicles within its transmission range. If a message sent from a pseudo ID can be decrypted by the RSU that receives the message using the corresponding shared secret key, then the RSU can find the identity of the sender from its table and authenticate the
source. A vehicle never uses its real ID in any communication and hence the anonymity of the vehicles is preserved. Also, a pseudo ID is issued again if a vehicle enters another RSU’s region and the issued pseudo ID is re-issued frequently if a vehicle stays in a RSU’s region for a long time to prevent tracking of the pseudo identity.

4.2.4. Computation overhead
Vehicles simply forward messages to an RSU by attaching its signature for verification and only the RSU verifies authenticity of the messages. When vehicles receive messages from an RSU encrypted using the group key, they simply decrypt the message and consume the message; this reduces the computation overhead on the OBUs because there is no public key cryptography involved for encryption, unlike RAISE [17].

4.2.5. Fast verification and efficient dissemination
In our protocol, the authenticity and integrity of the messages are verified by RSUs that have higher computation power than OBUs. Also, they can communicate with neighboring RSUs securely via wired or wireless connection. Thus, messages can be verified and disseminated quickly through other RSUs to vehicles in appropriate regions. Therefore, fast verification and efficient dissemination are achieved. Moreover, RSUs can suppress duplicate messages sent by vehicles in the same region (i.e., messages about the observation of the same event by different vehicles in the same region).

4.2.6. Man in the middle attack
The symmetric key establishment process in our protocol uses the Diffie–Hellman key agreement protocol. Even though Diffie–Hellman key agreement protocol is vulnerable to man-in-the-middle attack [28], our protocol does not suffer from this weakness because of the following reasons: When a vehicle $V_i$ enters the region covered by an RSU, it encrypts $g$, $p$, $A$ and the timestamp $t_j$ using its private key $PK_{V_i}$. An intermediate vehicle can carry out the man-in-the-middle attack only if it is also an authentic vehicle which has a (public, private) key pair already established by the TA, in which case the RSU can trace the messages to the intruder.

4.2.7. Other attacks
In VANETs, various other types of attacks exist [29] and their consequences may be detrimental to the users. In this section, we discuss how our protocol prevents such threats.

(i) Sybil attack: This is a type of security threat that exists when a malicious node can present multiple identities at once. In our protocol, each vehicle is assigned a pseudo ID by an RSU after its certificate is verified and vehicles encrypt outgoing messages using a symmetric key established with the RSU. Hence, a malicious node is not able to use multiple identities at once.

(ii) Replay attack: In this attack, an attacker keeps a message that was sent earlier and tries to use the same message later by rebroadcasting it. In order to prevent the replay attack, every message in our protocol uses a timestamp to guarantee the freshness of the message. This requires loose synchronization of the clocks. Given the widespread use of GPS devices, they can be used for synchronizing clocks loosely.

(iii) Message fabrication/alteration attack: In this attack, an attacker tries to modify, delete, or alter existing messages. In our protocol, when a vehicle sends a message, it attaches it digital signature that is obtained by computing the hash of the original message and encrypting it with its private key. Since only the sender can create its signature, an RSU (receiver) can verify the integrity of the message received. Hence, fabrication/alteration attack is prevented. However, if a vehicle is not willing to forward a message sent by another vehicle, it can delete the message. Handling nodes that do not cooperate has been extensively studied in the context of ad hoc networks. Similar mechanisms can be used for handling such nodes.

(iv) Malicious relay vehicles: In our protocol, relay cars forward messages using onion signature. Every vehicle forwarding a message simply appends its signature to the message and forwards it to the destination RSU. So relay vehicles are not able to read or modify received message. Only option a malicious relay car would have is not to forward messages. We do not address this issue of a malicious node enroute dropping messages. Many solutions for handing malicious nodes during route establishment for Mobile ad hoc networks have been proposed in the literature.

(v) Fake RSU attack: An adversary may pretend to be a real RSU in this type of attack. In our protocol, however, a fake RSU attack is infeasible to succeed because a RSU appends its signature using its private key during symmetric key establishment process so the receiver knows who actually sent the signed message by decrypting it using the RSU’s public key. Hence the fake RSU attack is prevented. We assume RSUs are reliable and not compromised.

5. Conclusion
In this paper, we presented an efficient protocol for propagating the phenomena (such as accidents, road conditions, etc.) observed by vehicles in VANETs to vehicles in appropriate regions so they can use them to make informed decision. Our protocol utilizes RSUs that have higher computation power than OBUs to disseminate authenticated messages about the observed phenomena by vehicles within an RSUs’ transmission range. Since multiple vehicles within the transmission range of an RSU can observe the same phenomenon and inform the RSU about it, the RSU can suppress these messages about the observation of the same phenomenon from disseminating further. Moreover, in our approach, the RSUs have the ability to verify the authenticity of the sender and the integrity of the message before disseminating it to the other vehicles. Our approach preserves the anonymity of the senders while at the same time has the ability to trace a message to its sender, when required by legal authorities and law enforcement agents.
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